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bstract

undamental research is critical for enabling future breakthroughs in glass science and technology. This is especially true as we approach a new
ecade of glass research, when addressing technological challenges will require an unprecedented knowledge of structure–property relationships
nd of the thermodynamics and kinetics of the glassy state. Proper understanding of these issues can be gained only through advances in our
nowledge of the physics and chemistry of the glassy state.

Recent advances in modeling and simulation have enabled researchers to study glass physics and chemistry at the atomic level. Molecular
ynamics and Monte Carlo simulations have proved invaluable for understanding the relationships between glass structure and properties. More
ecently, a master equation approach has been applied in the energy landscape framework to allow for direct simulation of glass transition range
ehavior on a laboratory time scale.
Furthermore, recent experimental studies have led to a great growth in our understanding of pressure effects in glass. In particular, distinct types
f glassy phases can be produced using the same composition but different pressure conditions. This effect, dubbed “polyamorphism,” has provided
new depth to our understanding of the thermodynamics and statistical mechanics of glass.
2008 Elsevier Ltd. All rights reserved.
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. Introduction

In 1995, Nobel laureate Philip W. Anderson (Nobel prize
n physics, 1977) wrote that the nature of glass and the glass
ransition may be “the deepest and most interesting unsolved
roblem in solid-state theory” and predicted that “this could
e the next breakthrough in the coming decade” 1. In 1999
oll by Physics World magazine among 250 physicists from
round the world, the subject of the glass transition scored
mong the top-10 problems for future research in condensed
atter physics 2. Since then roughly a decade has passed, and

lthough significant progress has been made on a number of
ifferent topics 3, new questions have been raised and many
ther questions remain unanswered. Anderson’s statement cer-

ainly is no less true in the year 2008, since clarifying the nature
f the glass transition 4 remains the Holy Grail in glass sci-
nce.
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The phrase “advancing glasses” in the title of this paper may
ave very different meanings for physicists, chemists, mate-
ials scientists, and process engineers. As we try to illustrate
n Table 1, most engineers and materials scientists will likely
ocus on: (a) creating new markets with new glass products,
b) increasing existing market share by replacing other materi-
ls with glass, or (c) increasing the overall market size. These
oals can be achieved by discovering new applications for glass
r improving upon existing glass properties or processing. For
xample, the invention of low-expansion glass ceramics in the
ate 1960 s was based on fundamental research into the use of
iO2 as a nucleation agent in specific glasses 5. The invention
f glass–ceramics enabled a new generation of cooking devices
hat in the following replaced many gas or electrically heated
itchen stoves 6.

Progress in glass technology is based on both material
nd process-related innovations. In the case of long-haul opti-
al telecommunication fibers, which replaced copper wires in

he 1980s, the invention of a process for making ultra-high
urity glass preforms proved the key enabler for achieving
ery low optical loss 7. Together with the invention of the
rbium-doped fiber amplifier 8,9, this led to a revolution in
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Table 1
Areas for advancing glasses 3

Progress in . . . Subject Examples

Market
share

Material Low-expansion glass ceramics 122

long-haul telecommunication fiber 7

photonic crystal fiber 10
↓
Process

Market size Material Bendable fiber 13

New market Material process Bioactive glass 14 display glasses 16

Knowledge Research education Glassy water 4 TC23 123

Sustainability Materials As-free display glasses 16 nuclear
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waste vitrification 17 submerged
combustion melting 18

↓
Process

orldwide communication and can be considered one of the
reatest achievements in glass technology. The story continues
ith the invention of hollow-core photonic crystal fiber 10, which
ay enable further market gains if process improvements result

n significant decrease in the fiber loss value (today’s reported
ecord is 1.2 dB/km 11). In addition to process improvements,
dvances in photonic crystal fiber technology can be made
hrough better understanding of the nanometer-scale roughness
f glass surfaces 12. Very recently, the development of a new
bendable fiber” 13 promises to create a significant increase in
arket size by enabling the use of optical fiber within residential

uildings. In a similar way, new materials (e.g., bioactive glass
4) or new processes (e.g., the overflow process for producing
hin glass sheet with very high surface quality 15) have enabled
otally new markets for glass, e.g., tissue engineering or flat
anel displays, respectively. Finally, we note in Table 1 that sus-
ainability is another important aspect driving advances in glass
echnology. Examples include the development of new glasses
ithout any toxic species (e.g., as fining agents 16), recycling

nd immobilization of waste 17, and new processing techniques
hat may save energy 18.

It is thus apparent that research can be classified into three
ategories:

. Materials design and engineering, including the discovery of
new materials (glasses), bulk or surface modification (e.g.,
glass ceramics, coated glasses), and physical and/or chemical
characterization;

. Research into the properties, structure–property relations
and underlying mechanisms (e.g., fracture behavior, nucle-
ation processes, corrosion or other interface reactions, optical
properties); and

. Fundamental description of the glassy state (statistical
mechanics, thermodynamics of irreversible processes, kinet-
ics, etc.).

Today, glass researchers have access to sophisticated techni-
al databases such as SciGlass 19,20 and Interglad 21 that offer
ast access to physical and chemical properties of hundreds of

housands of glass compositions, including virtually all oxide
lasses that have ever been studied, and an ever-growing num-
er of non-oxide glasses. These tools have greatly simplified the
esign of experimental plans for the development of new glass
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o
e
s
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ompositions. Although existing databases do not yet link all
mportant properties of a given glass composition, it seems only
matter of time until the development of new glasses will be

ominated by pen, paper, and databases. As a result, practically
ny research into new applications now touches research into
tructure–property relationships, surfaces and coatings, nucle-
tion and crystallization mechanisms, nanostructures, etc.

Fig. 1 illustrates the distribution of recent research symposia
ocusing on different aspects of glass science and technology.
ere, the number of symposia that were held on a specific topic
uring 16 large International Conferences (with glass as the over-
ll topic) between 2004 and 2008 are plotted. This is used as a
ough estimate of the individual impact of each topic during
his time. It does not, however, illustrate trends. If one assumes
hat each symposium contributed equally to the progress of its
espective field, one might conclude that during the considered
ime period, the biggest progress was made in the field of optical,
lectronic, magnetic and electro-optical properties of glasses,
nd the least on refractories. (Whether or not this is true will
eed a deeper analysis.) At least one may conclude that fields
hat ranked higher received more interest from the research com-

unity, while lower-ranked fields where either less hot or based
n a smaller subset of the community.

In the following, we offer focused reviews on two specific
reas of fundamental glass research and try to identify the major
uestions on those areas with respect to scientific and techno-
ogical progress: (1) computational simulation and modeling of
lass at the atomic level and (2) the effect of pressure on the
lass transition and polyamorphism. These two topics touch
ome of today’s most cited questions in glass science. While
odeling and computational simulations start to replace purely

xperimental studies into the nature of the glassy state, exper-
mental examination of the impact of pressure on the structure
nd dynamics of glasses and melts is gaining growing interest,
nd recent progress in the field is remarkable.

. Modeling

While laboratory experiments are essential for confirming or
efuting any theory, often more physical insight may be gained
hrough modeling and simulation. In particular, atomistic mod-
ls have proved invaluable for determining the structure of a wide
ssortment of glasses and glass-forming liquids. Computational
ower has increased exponentially over the past several decades,
nabling researchers to simulate larger systems over longer time
cales. In addition, new simulation techniques have enabled the
alculation of many thermal, mechanical, and kinetic properties
f glass. Indeed, modeling has proved essential for developing a
undamental understanding of structure–property relationships,
nd it promises to play an even larger role in the development of
ew glass compositions with the desired combination of prop-
rty values.

In this section, we review several techniques for numerical

odeling of glass at the atomistic level. We provide brief

verviews of molecular dynamics, Monte Carlo, and master
quation techniques, discuss their application to various glassy
ystems, and offer some thoughts about the future promise of
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ig. 1. Number of symposia that were held to a specific topic cumulated from
nternational Congress on Glass, The Conference of the European Society of
eramic Society, The Conference Series on the Physics of Non-Crystalline Sol

hese techniques for tackling even more complicated problems.
hile quantum mechanical techniques such as molecular

rbital theory and density function theory have also proved
xtremely valuable in the modeling of glass, here, for the sake
f brevity, we focus on classical modeling techniques only.
xcellent reviews of quantum-level modeling techniques are
vailable elsewhere 22–25.

We would like to stress that there is no “one size fits all” tech-
ique for modeling of glassy systems. Different problems call
or different simulation techniques, depending on the particular
roperties of interest and systems under study.

.1. Molecular dynamics

The molecular dynamics technique, pioneered by Alder and
ainwright 26, Rahman 27, and Verlet 28, is currently the most

opular method for modeling glassy systems at the atomic level.
ith molecular dynamics, each atom is treated as an individ-

al point particle. The atoms interact with each other based on
airwise, and sometimes higher order, interatomic potentials.
hese interatomic potentials can be determined empirically to

eproduce known experimental data, or they can be derived from
uantum mechanical simulations. With the molecular dynam-
cs technique, the interatomic potentials are used to compute
orce vectors on each atom. Dividing the force by the mass of
he atom yields an acceleration, which is integrated in order
o update the atomic velocities and positions. A thermostat is
ypically employed to maintain a specified temperature through
djustment of the atomic velocities 29.
In the glass science community, molecular dynamics was first
pplied in 1976 by Woodcock et al. 30 to investigate the struc-
ure of vitreous silica. Within a few years, the approach had been
xtended by Soules 31 and Soules and Varshneya 32 to multicom-
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large International Glass Conferences between 2004 and 2008, including the
, The Meeting of the Glass and Optical Materials Division of the American

onent silicate glasses. Since then, researchers have introduced
any new and more accurate sets of interatomic potentials for

ilicate glasses 33–36 and applied the technique to compute a
ide variety of properties, including elastic coefficients 35, dif-

usivity 36, and surface interactions 37,38. Molecular dynamics
as also offered insight into ion transport mechanisms 39 and
hed much light on the so-called “mixed alkali effect” in sili-
ate glasses 40,41. Very recently, molecular dynamics has been
pplied to the study of collective motions and dynamical het-
rogeneities in glass 42–44. In addition, molecular dynamics has
een used to investigate the structure of non-oxide glasses such
s metallic glasses 45.

The molecular dynamics technique faces two main chal-
enges to addressing more complicated problems in glass
cience. Firstly, since the integration time step is on the order of
0−15 s, molecular dynamics cannot access the long-time scales
ecessary for modeling realistic glass transition range behav-
or. As a result, molecular dynamics cannot account directly for
ealistic thermal history effects as observed in experiment. Sec-
ndly, molecular dynamics can simulate only a relatively small
umber of atoms (currently no more than about 106 atoms). As
uch, the impact of trace dopants and phase separation cannot be
aptured. Both the length and time scales of molecular dynam-
cs simulations can be extended through increased computer
ower and parallelization 46 as well as algorithms for acceler-
ted dynamics 47. Another possibility for extending molecular
ynamics is through the use of coarse-graining, where groups
f atoms (for example, a Si-centered tetrahedron in SiO2) are
reated as a single rigid unit with effective interactions between

hese larger units rather than between individual atoms. While
ach of these approaches would extend the length and time scales
ccessible by molecular dynamics, other techniques are capable
f accessing even larger scales.
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.2. Monte Carlo methods

Whereas molecular dynamics provides a deterministic
ethod for following atomic trajectories in time, the Metropolis
onte Carlo technique is a stochastic method that avoids com-

utation of forces and integration of the equations of motion.
nstead, it relies on generating random configurations of atoms
n phase space and using special criteria for determining whether
o accept each new configuration 48. In fact, the name “Monte
arlo” was coined by Metropolis 49 owing to the technique’s
xtensive use of random numbers.

With Metropolis Monte Carlo, the atoms undergo a series of
andom trial displacements. The potential energy of the system is
alculated both before and after the trial displacement. If the final
nergy is less than the initial energy, then the trial displacement
s accepted and the atom stays at its new position. If the displace-

ent results in an increase of potential energy, then a probability
f acceptance is computed following a Boltzmann distribution
0,51. This procedure is repeated for each trial displacement until
he potential energy has converged and the detailed balance
ondition is satisfied. By relying on scalar energy rather than
ector force calculations, Metropolis Monte Carlo can provide
n accurate glass structure with much less computation time than
raditional molecular dynamics. Another advantage of Metropo-
is Monte Carlo is that it can be trivially adapted to run under
onstant pressure rather than constant volume conditions 52.

While the first application of Metropolis Monte Carlo in
he glass science community followed molecular dynamics by
nly a few years 53, the technique has not received nearly as
idespread adoption by the glass science community. This is

urprising given the efficiency of Monte Carlo for computing
tatic properties such as glass structure. Currently, most Monte
arlo modeling of glass has involved chalcogenide systems

4–58, including calculation of bulk and surfaces structures, rigid-
ty percolation behavior, and incipient plasticity. We believe that
he Metropolis Monte Carlo technique holds much promise for
omputing the structure of other glass compositions, particularly
here a large number of atoms is required (e.g., glasses with low

oncentrations of certain elements such as fining agents). While
etropolis Monte Carlo does not offer any information on the

ynamics of the system (since there is no time variable in the
alculations), the glass structure computed with Monte Carlo
an be used as a starting configuration for subsequent molecular
ynamics simulations. As with molecular dynamics, paralleliza-
ion techniques 59,60 can be implemented to increase further the
umber of atoms simulated.

Three other Monte Carlo techniques are worthy of note here.
he first, simulated annealing 61,62, is a simple extension of
etropolis Monte Carlo where the simulation starts at some

igh temperature, which allows for a greater fraction of trial
isplacements to be accepted. As the simulation proceeds, the
emperature is gradually lowered to some desired final tempera-
ure, where fewer trial displacements are accepted. By allowing

or a more efficient sampling of configurational phase space, the
imulated annealing technique enables a faster convergence to
he final glass structure compared to standard isothermal Monte
arlo.

t
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Reverse Monte Carlo is a stochastic modeling approach
here the atoms in a system undergo trial displacements while

eeking to minimize the difference between the simulated glass
tructure and that measured experimentally 63,64. Reverse Monte
arlo has been applied to a variety of glass compositions, includ-

ng silicates, germanates, and metallic glasses 65–70. The main
dvantage of reverse Monte Carlo is that it does not require
ny interatomic potentials: no energy calculations are performed
ince the atomic positions are optimized against experimental
ata only. Of course, since the experimental data must be known
eforehand, reverse Monte Carlo does not offer predictive cal-
ulations on new glass compositions.

Finally, the kinetic Monte Carlo technique 71 offers the abil-
ty to incorporate dynamics (i.e., time data) into Monte Carlo
imulations. With kinetic Monte Carlo, activations barriers are
omputed for a set of possible transitions. One of these transi-
ions is selected randomly based on a Boltzmann distribution,
nd the simulation time variable is increased by a mean first pas-
age time over that barrier, typically following transition state
heory. Since the simulation time is connected to the height of
he activation barriers and the temperature of the simulation
rather than a fixed integration time step) kinetic Monte Carlo
imulations can access much longer time scales than molec-
lar dynamics. The most challenging aspect of kinetic Monte
arlo is determination of the set of possible transitions and

heir associated activation barriers. This can be accomplished
sing eigenvector-following 72,73 or a number of other tech-
iques 74. The kinetic Monte Carlo technique has only recently
een applied to glassy systems by Wales and coworkers 75,76.
ecause of its ability to access long-time scales and infrequent

ransition events, kinetic Monte Carlo offers great possibilities
or future modeling of glass-forming systems.

.3. The master equation approach

The master equation approach 77, as applied to glass-forming
ystems 78,79, involves constructing a set of rate equations for
odeling the departure of an equilibrium liquid system into

he glassy state upon cooling with some temperature path. This
pproach is similar to kinetic Monte Carlo in that it can access
ong time scales by mapping the system to a discrete set of sta-
le configurations called “inherent structures,” corresponding to
inima in the energy landscape 80–83, and the transition barriers

onnecting these minima. The key advantage of the master equa-
ion approach over kinetic Monte Carlo is that is offers built-in
nsemble averaging for property calculation 78,79. With kinetic
onte Carlo, such averaging requires the use of multiple sim-

lations with different random seeds. Also, the master equation
pproach offers a simplified way to account for entropic effects
4,85 and broken ergodicity 86. The main disadvantage of the
aster equation approach is that it requires prior computation

f inherent structure and transition point distributions. (With
inetic Monte Carlo, the transition points can be computed “on

he fly” at each step of the simulation.) Fortunately these ini-
ial computations only need to be performed once for any given
omposition. The same inherent structure and transition point
istributions can be used in conjunction with any temperature
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Fig. 2. Molar volume of selenium after cooling from the melting temperature
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490 K) to room temperature (298 K) with linear cooling rates ranging from
0−12 to 1012 K/s. For extremely slow cooling rates (<10−9 K/s), the system
ever departs from the equilibrium.

ath, and the master equations themselves can be solved effi-
iently using the “metabasin” approach of Mauro, Loucks, and
upta 84.
Recently, the master equation approach has been applied to

tudy the glass transition range behavior of selenium 87. Using
he technique of Ref. 84, the molar volume of selenium glass
ould be computed for cooling rates covering 25 orders of magni-
ude. Fig. 2 plots the final molar volume as a function of cooling
ate, where the systems are linearly cooled from the melting
emperature of selenium (490 K) to room temperature (298 K).
or the very slow cooling rates (<10−9 K/s), the system remains
supercooled liquid; glasses form for all of the faster cool-

ng rates. The results show an Arrhenius dependence of molar
olume with respect cooling rate, in excellent agreement with
he experimental findings of Moynihan et al. 88. The complete
olume–temperature curves for three of the cooling rates (10−12,
, and 1012 K/s) are plotted in Fig. 3. Using the master equation

echnique described above, the computation time is approxi-

ately equal for all cooling rates. While thus far the master
quation approach has been applied only to selenium, it certainly
olds much promise for other compositions. This technique is

ig. 3. Volume–temperature diagrams for three selenium systems cooled from
he melting temperature (490 K) to room temperature (298 K) at rates of 1012,
, and 10−12 K/s.
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urrently the only way to compute suitably averaged proper-
ies such as molar volume, enthalpy, and entropy, for realistic
lass-forming systems with an arbitrary thermal history.

. Pressure and the glass transition

In the previous section we illustrated how modeling has
ecome an essential tool in fundamental glass research. Indeed,
aboratory experiments and computational simulation started to
witch roles in many aspects of glass science, partly due to
teadily increasing availability of computational resources and
artly due to the simple fact that some questions cannot presently
e answered by experimental means. For example, computer
odeling has become the major research method in addressing

roblems related to the glass transition. However, experimental
tudies will remain of paramount importance.

On the other hand, the question of how inorganic glasses
nd melts behave under high pressure is a topic where most
ecent progress has been made through experimental studies.
his topic has been a traditional area of interest in geosciences

or decades: since pressure increases towards the interior of
he earth and approaches several GPa already in the upper
arth mantle, knowledge about the genesis, phase stability, and
ow behavior of mineralic melts is of crucial importance to
nderstand geologic processes 89. Employing the falling-sphere
echnique at temperatures well above Tg, the pressure depen-
ence of viscosity has been studied as early as in the 1970 s
0,91. Several still unresolved peculiarities such as negative
iscosity–pressure dependencies have been observed in mul-
iple materials (e.g., 92,93). Only recently, Behrens and Schulze
eported on a technique that enabled in situ parallel-plate vis-
osity measurements under high pressure, close to Tg, that
hey employed to confirm a transition from positive to nega-
ive viscosity–pressure dependence on the compositional join
iopside-albite 92. As of today, negative viscosity–pressure
ependencies cannot reliably be predicted from computational
imulation.

Pressure and temperature are important thermodynamic vari-
bles that determine structure, dynamics and macroscopic
roperties of glasses and liquids. Just as pressure and temper-
ture control the stability fields of different polymorphs of the
ame chemical composition in crystalline materials, the exis-
ence of thermodynamically distinct liquid or glassy phases
f equivalent composition, i.e., the phenomenon of pressure-
nduced polyamorphism became highly debated in recent years
4. First-order entropy- or density-driven liquid–liquid phase
ransitions have been suggested in multiple glass-forming mate-
ials, e.g., water 95, elemental liquids 96,97, metallic glasses 98

nd more complex systems 99,100. As of today, however, lit-
rature is primarily focused on phenomenology. Nature and
ventual generality of polyamorphic transitions remain far from
nderstood. A comprehensive review of the topic is given by
cMillan et al. 101.

Studies that relate to the phenomenon of polyamorphism are

sually performed at pressures of several GPa up to tens of GPa
nd rely on the use of so-called multi-anvil presses. This restricts
xperiments to relatively small samples, typically of poor homo-
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eneity. In addition, if melts need to be cooled down to room
emperature in order for further ex situ analyses, this is typically
one with high cooling rates and/or in an uncontrolled way. As a
onsequence, the properties of the derived glass originate from
convolution of fast cooling and high generic pressure. This
ay have undesired consequences for the interpretation of the

erived results. For example, Du et al. 102 evidenced a depen-
ence of boron coordination in borosilicate glasses on pressure:
ncreasing pressure favours tetrahedrally oriented boron while at
ower generic pressures, a higher concentration of trigonal boron
an be found. The effect became visible at pressures of several
Pa. On the other hand, boron coordination in such glasses is
ell known to also depend on thermal history 103,104, but in

n inverse way: higher cooling rates lead to higher concentra-
ions of trigonal boron, and the dependence on cooling rate is
sually much stronger than that on pressure 105. If compressed
elts are cooled slowly, one can easily observe the reported

ressure sensitivity at pressures as low as a tenth of a GPa 106.
his example illustrates significant consequences for concrete

echnical problems, e.g., anisotropic glasses and glass fibers
07,108. Production of glass fibers usually involves high tensile
nd/or shear stresses, leading to structural anisotropy (birefrin-
ence). In addition, very high cooling rates result in relatively
igh fictive temperatures. Knowledge of the structural origin of
he anisotropy may significantly improve understanding of the
ber’s mechanical, chemical and thermo-mechanical properties,
nd may also enable drawing advantage from the phenomenon,
.g., for optical applications: From a previous study, Stebbins
t al. 109 concluded for E-glass that structural anisotropy is not
elated to short-range structural changes. However, analyses of
lowly cooled anisotropic glasses 110 might very well reveal a
ifferent picture in the future.

Such examples illustrate that technical relevance of pressure-
elated phenomena in glasses, in the regime of some 100 MPa,
ay be found on different fields, ranging from injection mould-

ng 111 and pressure-assisted sintering, to fiber development and
rocessing.

Experimentally, this regime is becoming more and more
ccessible with the help of internally or externally heated
utoclaves 105,106,112,113. Such facilities offer the additional
dvantage of relatively large sample chambers, high versatility
ith respect to the experimental atmosphere that can range from
eeply reducing to oxidizing, and the possibility of controlled
ooling at comparably low rates.

Speaking in terms of energy landscapes 114 the energetic state
f a liquid is made up by two contributions: configurational
nd vibrational energy. Under isobaric conditions, the config-
rational energy may be described by the fictive temperature,
he vibrational energy by the real temperature. Both tempera-
ures decouple when liquid undercools and becomes a glass 115.
he macroscopic fictive temperature 116 is thus the temperature

hat corresponds to the fictive enthalpic equilibrium between
lass and melt 117. In non-isobaric transitions, fictive and real

ressures become additional parameters. For this case, the term
pparent fictive temperature has been introduced 113 to describe
ontributions from both cooling rate and pressure-of-freezing.
eviation of the apparent fictive temperature from the fictive
ean Ceramic Society 29 (2009) 1227–1234

emperature of a glass is a result of non-equivalence between
ctive pressure 118,119,105 and real pressure, and ‘deviation from
quilibrium’ 120 of a glass on a (p, V, T, t)-landscape can formally
e separated in two contributions: a part that depends on cooling
ate and a second part that depends on pressure of freezing 105.
or a full thermodynamic treatment 121, ideally, an experiment
ust therefore provide a glass that was cooled under pressure at
given cooling rate, and a glass that was cooled under a refer-

nce (ambient) pressure with the same cooling rate. Only then
ne can clearly distinguish between pressure and cooling-rate-
nduced changes in the structure and thermodynamic state of the
onsidered system.

Coming back to the phenomenon of polyamorphism, today
t is difficult to anticipate concrete technical relevance. How-
ver, the connection between phenomena that are observed under
ery high pressures, observations from the intermediate pres-
ure regime and deeper understanding of the flow behavior may
nable further progress in the aforementioned fields.

. Conclusions

The topics of atomistic modeling and pressure effects in glass
re just two areas where fundamental research has provided
eeper insights into the nature of glass. As findings from funda-
ental physics and chemistry continue to be harvested, a fuller

nderstanding of the glassy state will be obtained, increasing
ur ability to solve difficult problems in materials science and
ngineering. These advancements in fundamental research will
ssuredly lead to a number of significant technological break-
hroughs in the coming decade.
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